
Luck Matters: Understanding the Dynamics of Training Deep ReLU Neural Networks
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Recursive Gradient Rule
For the top-layer we have:

Theorem 1 Assuming for every node j in a layer, the gradient is:

Then for the lower layer we have the same form with

Population Loss

Motivation

Is this condition apply to lower layers? 
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Explanation of Network Behaviors
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Gradient Update:

Experiments

The Effect of 
Over-parameterization

Student intermediate nodes mimics teacher

Compatibility between
teacher 𝑘" and student 𝑘

No direct supervision

Base case:

Matrix Form of Gradient Descent
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Layer l + 1

Small overlap
(negative bias on whitened data)

VGG19 (batchnorm bias) (VGG 11/13/16 also similar)

Teacher Student Convergence

Theorem 4

Theorem 5
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[Zhang et al. Understanding deep learning requires 
rethinking generalization, ICLR’17]

[Neyshabur et al. Towards Understanding the Role of 
Over-Parametrization in Generalization of Neural Networks, ICLR’19]

[Frankle and Carbin. 
The Lottery Ticket Hypothesis, ICLR’19]

Implicit Regularization

Over-Parameterization Lottery tickets

Same network trained with SGD can fit both 
random and structured data

Network generalizes on structured data

More parameters, better test performance. 
Network can be pruned substantially
Training with models with intrinsic capacity gives 

poor performance. 

Use salient weights restarted to initialization gives 
lower test error

Use salient weights reinitialized gives poor performance.

Flat Minima

Many small eigenvalues in Hessian after convergence

Assumption

Initial Verification

Random Gaussian Dataset:

CIFAR-10 (teacher network trained from dataset)

Setup
FC Teacher: 50-75-100-125
Convolution Teacher: 64-64-64-64
Student: 10x teacher

Ablation Study

Performance Metric
Normalized Corr:
Ranking of winner student node in early epochs

Size of Teacher Network Finite/Infinite Dataset Different over-parameterization (FC without BatchNorm)

Visualization

Numerical Verification of Theorem 5

https://github.com/facebookresearch/luckmatters

Different over-parameterization (Conv with BN)
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10x

https://github.com/facebookresearch/luckmatters

