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Whether neural networks can learn abstract reasoning or whether they merely rely on 
superficial statistics is a topic of recent debate. Here, we propose a dataset and 

challenge designed to probe abstract reasoning, inspired by a well-known human IQ 
test. To succeed at this challenge, models must cope with various generalisation 

"regimes" in which the training and test data differ in clearly-defined ways. We show that 
popular models such as ResNets perform poorly, even when the training and test sets 
differ only minimally, and we present a novel architecture, with a structure designed to 

encourage reasoning, that does significantly better. When we vary the way in which the 
test questions and training data differ, we find that our model is notably proficient at 
certain forms of generalisation, but notably weak at others. We further show that the 

model's ability to generalise improves markedly if it is trained to predict symbolic 
explanations for its answers. Altogether, we introduce and explore ways to both 
measure and induce stronger abstract reasoning in neural networks. Our freely-

available dataset should motivate further progress in this direction.
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XOR(panel 1, panel 2)

Raven-style Progressive Matrices. In (a) the underlying abstract rule is an arithmetic 
progression on the number of shapes along the columns. In (b) there is an XOR relation on 
the shape positions along the rows (panel 3 = XOR(panel 1, panel 2)). Other features, such 
as shape type or color, do not factor in. A is the correct choice for both. See the appendix for 

more examples, including some that are quite challenging for humans.
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RESULTS

GENERALISATION REGIMES

CONCLUSIONS

Neural networks can indeed learn to infer and apply abstract reasoning principles. Our best 
performing model learned to solve complex visual reasoning questions, and to do so, it needed to 
induce and detect from raw pixel input the presence of abstract notions such as logical operations 
and arithmetic progressions, and apply these principles to never-before observed stimuli.

An important contribution of this work is the introduction of the PGM dataset, as a tool for studying 
both abstract reasoning and generalisation in models. Generalisation is a multi-faceted 
phenomenon; there is no single, objective way in which models can or should generalise beyond 
their experience. The PGM dataset provides a means to measure the generalization ability of 
models in different ways, each of which may be more or less interesting to researchers depending 
on their intended training setup and applications.


